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1 Proofs

We give a derivation of the result for the rate of linear convergence in p. 4 of the paper. Consider an objective
function f to be minimized using a search direction obtained from Bypr = —Vf(xx) where By = B(xy) is
a positive definite partial Hessian for £k = 0,1,2,... Under the assumptions of theorem 3.1 in the paper, xi
converges to a stationary point x*. Assume that B(x) is Lipschitz continuous in the region of interest (that is,
3L > 0: ||B(x) — B(y)|| < L|jx — y|| for any two points x, y in the region) with bounded condition number, and
that we take unit steps in the line search. Then:

Xp+pr — X =xp — X" — B,:,1Vf(xk) = B,:l (Br(xr —x*) = (Vf(xx) — V(X))
since V f(x*) = 0. Applying Taylor’s theorem (Nocedal and Wright, 2006, th. 2.1) to V f(xx) we have
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Hence:
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so the upper bound contains a second-order term (on ||xx — x*||) and a first-order term. The latter vanishes if
using Bx = V2f(x) (i.e., Newton’s method) and results in quadratic convergence. Otherwise, convergence is
linear and we can estimate its rate as follows:

Ik +pr — x| < [|B || [1Br(xr —x*) = (Vf(xx) = VF(x))|
1
< O(||xx — x*||2) + HB,;lH (/ HVQf(x* +t(xp —x¥)) — B(x* + t(x — X*))H dt) Ixx —x*| .
0
When x; — x* is small, the second-order term is negligible and the first-order term becomes approximately
7|, — x*|| with r = [|[B7!(x*) V2 f(x*) — I]|.
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