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¢ ¢ e Trained on 10x10 MNIST using 2-layer 4-state architecture. Validated on 28x28 digits.
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N Meta-train with 1 layers. 5 Meta-train with 2 layers. 2 Meta-traln with 4 layers.
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